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Education

B.A., Mathematics, Princeton
September 1997 – June 2001

Ph.D., Applied mathematics, Yale
September 2001 – June 2004

Employment

Postdoctoral Researcher
Yale University, Math Dept.
July 2004 – June 2008

Visiting Assistant Professor
UCLA, Math Dept.
July 2008 – June 2009

Assistant Professor
NYU Courant Institute,MathDept.
September 2009 – August 2013

Director
M.S. in Scientific Computing
NYU Courant Institute
September 2011 – August 2013

Research Scientist
Yale University, Math Dept.
September 2013 – June 2014

Research Scientist
Meta, Fundamental AI Research
July 2014 –

Honors

DARPA Young Faculty Award for “Computer-enabled metrics of statistical significance”
The 2010 U.S. National Academy of Sciences Award for Initiatives in Research
Sloan Research Fellowship
U.S. National Defense Science and Engineering Graduate Fellowship
Barry Goldwater, Robert Byrd, and National Merit Scholarships
Brown and Covington Prizes, the top awards to a junior and to a senior majoring in math at Princeton
Graduated summa cum laude and “with highest honors” from Princeton
2 Princeton President’s Awards for Academic Achievement
Valedictorian of the Schalmont High School class of 1997

Current research interests

Machine learning, statistics, and computational science and engineering, particularly numerical analysis

Long-term research vision

My research focuses on compliance, namely compliance with respect to government regulations or standards
bodies, for instance. “Compliance” in general refers to the specification of best practices that are unlikely to
be followed without explicit effort, and (critically) of means for validating adherence to those best practices.
Best practices in machine learning and data science surely should include good calibration (or equitable
calibration), assessed via tools akin to “reliability diagrams,” as well as the use of secure processors supporting
remote attestation to their security (including confidentiality and possibly integrity, with a view toward
protecting privacy).



Publications

32. An efficient algorithm for integer lattice reduction, SIAM Journal on Matrix Analysis and
Applications, 45 (1): 353–367, 2024 (with François Charton, Kristin Lauter, and Cathy Li).

31. Calibration of P-values for calibration and for deviation of a subpopulation from the
full population, Advances in Computational Mathematics, 49 (70): 1–22, 2023.

30. Metrics of calibration for probabilistic predictions, Journal of Machine Learning Research,
23: 1–54, 2022 (with Imanol Arrieta Ibarra, Paman Gujral, Jonathan Tannen, and Cherie Xu).

29. Compressed sensing with a jackknife, a bootstrap, and visualization, Journal of Data Sci-
ence, Statistics, and Visualisation, 2 (4): 1–29, 2022 (with Aaron Defazio, Rachel Ward, and Jure Zbontar).

28. A graphical method of cumulative differences between two subpopulations, Journal of
Big Data, 8 (158): 1–29, 2021.

27. Cumulative deviation of a subpopulation from the full population, Journal of Big Data, 8
(117): 1–60, 2021.

26. Secure multiparty computations in floating-point arithmetic, Information and Inference: a
Journal of the IMA, iaaa038: 1–33, 2021 (with Chuan Guo, Awni Hannun, Brian Knott, Laurens van der
Maaten, and Ruiyu Zhu).

25. Simulating single-coil MRI from the responses of multiple coils, Communications in Applied
Mathematics and Computational Science, 15 (2): 115–127, 2020 (with Jure Zbontar).

24. A hierarchical loss and its problems when classifying non-hierarchically, PLOS ONE, 14
(12): 1–17, 2019 (with Cinna Wu and Yann LeCun).

23. Regression-aware decompositions, Linear Algebra and Its Applications, 565 (6): 208–224, 2019.

22. Randomized algorithms for distributed computation of principal component analysis
and singular value decomposition, Advances in Computational Mathematics, 44 (5): 1651–1672, 2018
(with Huamin Li and Yuval Kluger).

21. Accurate low-rank approximations via a few iterations of alternating least squares,
SIAM Journal on Matrix Analysis and Applications, 38 (2): 425–433, 2017 (with Arthur Szlam and Andrew
Tulloch).

20. Scale-invariant learning and convolutional networks, Applied and Computational Harmonic
Analysis, 42 (1): 154–166, 2017 (with Soumith Chintala, Marc’Aurelio Ranzato, Arthur Szlam, Yuandong
Tian, and Wojciech Zaremba).

19. Algorithm 971: an implementation of a randomized algorithm for principal component
analysis, ACM Transactions on Mathematical Software, 43 (3): 28:1–28:14, 2016 (with Huamin Li, George
Linderman, Arthur Szlam, Kelly Stanton, and Yuval Kluger).

18. A mathematical motivation for complex-valued convolutional networks, Neural Computa-
tion, 28 (5): 815–825, 2016 (with Joan Bruna, Soumith Chintala, Yann LeCun, Serkan Piantino, and Arthur
Szlam).

17. Some deficiencies of χ2 and classical exact tests of significance, Applied and Computational
Harmonic Analysis, 36 (3): 361–386, 2014 (with William Perkins and Rachel Ward).

16. An algorithm for the principal component analysis of large data sets, SIAM Journal
on Scientific Computing, 33 (5): 2580–2594, 2011 (with Nathan Halko, Per-Gunnar Martinsson, and Yoel
Shkolnisky).

15. Computing the confidence levels for a root-mean-square test of goodness-of-fit, Applied
Mathematics and Computation, 217 (22): 9072–9084, 2011 (with William Perkins and Rachel Ward).

14. A fast randomized algorithm for orthogonal projection, SIAM Journal on Scientific Com-
puting, 33 (2): 849–868, 2011 (with Edouard Coakley and Vladimir Rokhlin).



13. A randomized algorithm for the decomposition of matrices, Applied and Computational
Harmonic Analysis, 30 (1): 47–68, 2011 (with Per-Gunnar Martinsson and Vladimir Rokhlin).

12. Statistical tests for whether a given set of independent, identically distributed draws
comes from a specified probability density, Proceedings of the National Academy of Sciences (USA),
107 (38): 16471–16476, 2010.

11. Fast algorithms for spherical harmonic expansions, III, Journal of Computational Physics,
229 (18): 6181–6192, 2010.

10. Recurrence relations and fast algorithms, Applied and Computational Harmonic Analysis, 28
(1): 121–128, 2010.

9. A randomized algorithm for principal component analysis, SIAM Journal on Matrix Analysis
and Applications, 31 (3): 1100–1124, 2009 (with Vladimir Rokhlin and Arthur Szlam).

8. Fast algorithms for spherical harmonic expansions, II, Journal of Computational Physics, 227
(8): 4260–4279, 2008.

7. A fast randomized algorithm for overdetermined linear least-squares regression, Pro-
ceedings of the National Academy of Sciences (USA), 105 (36): 13212–13217, 2008 (with Vladimir Rokhlin).

6. A fast randomized algorithm for the approximation of matrices, Applied and Computational
Harmonic Analysis, 25 (3): 335–366, 2008 (with Franco Woolfe, Edo Liberty, and Vladimir Rokhlin).

5. Randomized algorithms for the low-rank approximation of matrices, Proceedings of the
National Academy of Sciences (USA), 104 (51): 20167–20172, 2007 (with Edo Liberty, Franco Woolfe, Per-
Gunnar Martinsson, and Vladimir Rokhlin).

4. Approximation of bandlimited functions, Applied and Computational Harmonic Analysis, 21 (3):
413–420, 2006 (with Yoel Shkolnisky and Vladimir Rokhlin).

3. On interpolation and integration in finite-dimensional spaces of bounded functions,
Communications in Applied Mathematics and Computational Science, 1: 133–142, 2006 (with Per-Gunnar
Martinsson and Vladimir Rokhlin).

2. Fast algorithms for spherical harmonic expansions, SIAM Journal on Scientific Computing, 27
(6): 1903–1928, 2006 (with Vladimir Rokhlin).

1. A fast algorithm for the inversion of general Toeplitz matrices, Computers and Mathematics
with Applications, 50 (5–6): 741–752, 2005 (with Per-Gunnar Martinsson and Vladimir Rokhlin).



Preprints

11. Cumulative differences between paired samples, arXiv, 2305.11323 (with Isabel Kloumann,
Hannah Korevaar, Chris McConnell, and Jessica Zhao).

10. Controlling for multiple covariates, arXiv, 2112.00672.

9. An optimizable scalar objective value cannot be objective and should not be the sole
objective, arXiv, 2006.02577 (with Isabel Kloumann).

8. Poor starting points in machine learning, arXiv, 1602.02823.

7. Computer-enabled metrics of statistical significance for discrete data, a 157-page mono-
graph, available at http://tygert.com/mono.pdf, 2014 (with William Perkins and Rachel Ward).

6. Testing goodness-of-fit for logistic regression, arXiv, 1306.0959 (with Rachel Ward).

5. Significance testing without truth, arXiv, 1301.1208 (with William Perkins and Rachel Ward).

4. A comparison of the discrete Kolmogorov-Smirnov statistic and the Euclidean distance,
arXiv, 1206.6367 (with Jacob Carruth and Rachel Ward).

3. Computing the asymptotic power of a Euclidean-distance test for goodness-of-fit, arXiv,
1206.6378 (with William Perkins and Gary Simon).

2. Testing the significance of assuming homogeneity in contingency-tables/cross-tabs, arXiv,
1201.1421.

1. Computing the confidence levels for a root-mean-square test of goodness-of-fit, II,
arXiv, 1009.2260 (with William Perkins and Rachel Ward).

Courses taught

Basic analysis in function spaces
Yale undergraduate MATH 260b
Spring 2005

Numerical methods with probability
NYU graduate MATH-GA-2012/CSCI-GA-2945
Spring 2010

Multilevel compression of linear operators
Yale graduate AMTH 510a
Fall 2005

Real variables
NYU graduate MATH-GA-2430
Fall 2010

Differential Calculus
Yale undergraduate MATH 112a
Fall 2006

Mathematical statistics
NYU undergraduate MATH-UA-0234
Spring 2011

Multilevel compression of linear operators
Yale graduate AMTH 510a
Fall 2006

Fast multipole methods
NYU graduate MATH-GA-2011/CSCI-GA-2945
Fall 2011

Intro. to functions of several variables
Yale undergraduate MATH 118a
Fall 2007

Mathematical statistics
NYU undergraduate MATH-UA-0234
Spring 2012

Efficient matrix computations
Yale graduate AMTH/CPSC 951a
Fall 2007

Mathematical statistics
NYU graduate MATH-GA-2962
Spring 2012

Optimization
UCLA undergraduate MATH 164
Winter 2009

Probability theory
NYU undergraduate MATH-UA-0233
Fall 2012

Computational linear algebra
UCLA graduate MATH 270C
Spring 2009

Numerical computation I
NYU graduate MATH-GA-2010/CSCI-GA-2420
Fall 2012

Compression of linear operators
NYU graduate MATH-GA-2011/CSCI-GA-2945
Fall 2009

Mathematical statistics
NYU graduate MATH-GA-2962
Spring 2013


