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## Honors

DARPA Young Faculty Award for "Computer-enabled metrics of statistical significance"
The 2010 U.S. National Academy of Sciences Award for Initiatives in Research
Sloan Research Fellowship
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Valedictorian of the Schalmont High School class of 1997

## Current research interests

Machine learning, statistics, and computational science and engineering, particularly numerical analysis

## Long-term research vision

My research focuses on compliance, namely compliance with respect to government regulations or standards bodies, for instance. "Compliance" in general refers to the specification of best practices that are unlikely to be followed without explicit effort, and (critically) of means for validating adherence to those best practices. Best practices in machine learning and data science surely should include good calibration (or equitable calibration), assessed via tools akin to "reliability diagrams," as well as the use of secure processors supporting remote attestation to their security (including confidentiality and possibly integrity, with a view toward protecting privacy).
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42. RANDOMIZED ALGORITHMS FOR DISTRIBUTED COMPUTATION OF PRINCIPAL COMPONENT ANALYSIS and singular value decomposition, Advances in Computational Mathematics, 44 (5): 1651-1672, 2018 (with Huamin Li and Yuval Kluger).
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Basic analysis in function spaces
Yale undergraduate MATH 260b
Spring 2005

Numerical methods with probability
NYU graduate MATH-GA-2012/CSCI-GA-2945
Spring 2010

Multilevel compression of linear operators Real variables
Yale graduate AMTH 510a NYU graduate MATH-GA-2430
Fall 2005
Fall 2010
Differential Calculus
Yale undergraduate MATH 112a
Fall 2006
Multilevel compression of linear operators
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Fall 2006
Intro. To Functions of SEVERAL variables
Yale undergraduate MATH 118a Fall 2007

Efficient matrix computations
Yale graduate AMTH/CPSC 951a
Fall 2007
Optimization
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Computational linear algebra
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Spring 2009
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Mathematical statistics
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Mathematical statistics
NYU graduate MATH-GA-2962
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Numerical computation I
NYU graduate MATH-GA-2010/CSCI-GA-2420
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Mathematical statistics
NYU graduate MATH-GA-2962
Spring 2013

